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A B S T R A C T
The thaw and release of carbon currently frozen in permafrost will increase atmospheric CO2 concentrations and amplify
surface warming to initiate a positive permafrost carbon feedback (PCF) on climate. We use surface weather from three
global climate models based on the moderate warming, A1B Intergovernmental Panel on Climate Change emissions
scenario and the SiBCASA land surface model to estimate the strength and timing of the PCF and associated uncertainty.
By 2200, we predict a 29–59% decrease in permafrost area and a 53–97 cm increase in active layer thickness. By 2200,
the PCF strength in terms of cumulative permafrost carbon flux to the atmosphere is 190 ± 64 Gt C. This estimate may
be low because it does not account for amplified surface warming due to the PCF itself and excludes some discontinuous
permafrost regions where SiBCASA did not simulate permafrost. We predict that the PCF will change the arctic from
a carbon sink to a source after the mid-2020s and is strong enough to cancel 42–88% of the total global land sink. The
thaw and decay of permafrost carbon is irreversible and accounting for the PCF will require larger reductions in fossil
fuel emissions to reach a target atmospheric CO2 concentration.

1. Introduction

Permafrost regions in the Northern Hemisphere contain an es-
timated 1672 Gt of carbon (Tarnocai et al., 2009). Of this, 818
Gt of carbon is in the top 3 m of soil located in regions with
permanently frozen soil or permafrost, 648 Gt is frozen in de-
posits known to extend below 3 m and 206 Gt is in the top
3 m of soil located in regions without permafrost (Tarnocai et
al., 2009). Permafrost is soil at or below 0 ◦C for at least two
consecutive years. Measurements of 14C in Siberia indicate this
carbon was frozen during or since the last ice age (Dutta et al.,
2006). Estimates of total permafrost carbon are based primarily
on observations in Siberia and Alaska. Recent measurements in-
dicate Canadian permafrost also has a significant store of frozen
organic matter (Tarnocai, 1997; Ping et al., 2008). Although un-
certain, the total amount of frozen permafrost carbon is on par
with the amount of carbon currently in the atmosphere.

This frozen permafrost carbon was buried by slow sedimen-
tation processes that increased overall soil depth during or since
the last ice age. Aeolian dust deposition, alluvial sedimenta-
tion or vertical peat deposition slowly increased soil depth on
time scales of decades to millennia (Schuur et al., 2008). Ac-
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tive layer thickness (ALT) stayed relatively constant so the per-
mafrost horizon also rose with soil depth, freezing roots and
organic material at the bottom of the active layer into permafrost
(Zimov et al., 2006a,b). The active layer is the surface layer of
soil that thaws each summer and freezes each winter. Cryotur-
bation caused by annual freeze/thaw cycles in the active layer
accelerated the burial process by mixing carbon-rich organic
soil from the surface down to the permafrost horizon (Schuur
et al., 2008). Thinning active layers during glacial periods also
froze carbon into permafrost, but this carbon decayed as the ALT
increased during inter-glacial periods (Zech et al., 2008). Micro-
bial activity essentially stops once the soil is frozen, effectively
removing this organic matter from the active carbon cycle.

Recent observations indicate widespread permafrost degra-
dation in the Northern Hemisphere (Lemke et al., 2007). Per-
mafrost temperatures at 20 m depth increased 2–3 ◦C increase
in the last two decades (Osterkamp, 2007). Permafrost temper-
atures at depths up to 20 m increased 0–2 ◦C in Canada (Smith
et al., 2004; Lemke et al., 2007), 0.3–2.8 ◦C at depths up to
10 m in Siberian Arctic and sub-Arctic (Lemke et al., 2007),
0.2–0.5 ◦C at 10 m depth on the Tibetan Plateau (Cheng and
Wu, 2007; Lemke et al., 2007; Wu and Zhang, 2008). ALT has
increased in Siberia since the 1950s (Brown et al., 2000; Frauen-
feld et al., 2004; Zhang et al., 2005; Lemke et al., 2007). On the
Tibetan plateau, ALT has increased (Wu and Zhang, 2010), the
lower limit of the permafrost boundary has climbed to higher
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elevations, and talik area has increased (Nan et al., 2003). A
talik is a layer of unfrozen soil above permafrost, but below the
seasonally frozen, surface soil layer. Thermokarst development
has increased in permafrost regions (Jorgenson and Osterkamp,
2005). A thermokarst is a local subsidence or soil collapse due
to the melting of ice and subsequent drainage of soil water from
permafrost. A thermokarst or thaw lake is a shallow body of
freshwater formed in a depression by melt water from thawing
permafrost. Total thaw lake area and number in Siberia have in-
creased in continuous permafrost and decreased in discontinuous
permafrost (Smith et al., 2005).

Model projections predict increased permafrost degradation
in the 21st century driven by surface warming, but these projec-
tions vary widely in the extent and degree of degradation. Zhang
et al. (2008a,b) predict a 16–20% decrease in permafrost area
in Canada between 2000 and 2100; Saito et al. (2007) predict a
40–57% reduction in the permafrost area in the Northern Hemi-
sphere; Lawrence and Slater (2005) predict a 60–90% reduction
and Lawrence et al. (2008) predict an 80–85% reduction. Pro-
jections of the increase in ALT are equally broad, ranging from
41% to 100% (Anisimov, 2007; Saito et al., 2007; Sushama et
al., 2007; Zhang et al., 2008a,b). Although these projections vary
widely on the exact amount of permafrost degradation, there is
agreement that the areal extent of permafrost will decrease and
the active layer will deepen.

Ubiquitous wetlands and lakes in permafrost regions indicate
that some portion of carbon emitted to the atmosphere will be
released as methane. Wetlands cover ∼17% of permafrost glob-
ally and 50–80% of regions in west Siberia (Matthews and Fung,
1987). Methane emissions between 65◦N and 70◦N have risen
in recent decades with maxima in winter and spring, indicat-
ing decay in thaw bulbs under thaw lakes (Walter et al., 2006).
Thermokarst erosion as thaw lakes expand introduces organic
matter from permafrost into the anaerobic lake bottom, account-
ing for 90% of methane emissions from Siberian thaw lakes.
Measurements of 14C show ages of 35,260 to 42,900 years,
consistent with the decay of permafrost carbon (Walter et al.,
2006). Atmospheric methane concentrations are much less than
CO2 and methane has a photochemical lifetime only on the or-
der of a decade. However, methane is a much more effective
greenhouse gas than CO2, producing the second largest surface
radiative forcing due to anthropogenic greenhouse gases after
CO2 (IPCC, 2007).

The permafrost carbon feedback (PCF) is an amplification
of surface warming due to the release into the atmosphere of
carbon currently frozen in permafrost (Fig. 1). As atmospheric
CO2 and methane concentrations increase, surface air temper-
atures will increase, causing permafrost degradation and thaw-
ing some portion of the permafrost carbon. Once permafrost
carbon thaws, microbial decay will resume, increasing respira-
tion fluxes to the atmosphere and atmospheric concentrations of
CO2 and methane. This will in turn amplify the rate of atmo-
spheric warming and accelerate permafrost degradation, result-

Fig. 1. A schematic showing the basic dynamics of the permafrost
carbon feedback (PCF).

ing in a positive PCF feedback loop on climate (Zimov et al.,
2006b).

Little is known about the magnitude and dynamics of the PCF.
The thaw and decay of even a small portion of the permafrost
carbon could have substantial effects on atmospheric CO2 and
methane concentrations. However, none of the climate projec-
tions in the Intergovernmental Panel on Climate Change (IPCC)
Fourth Assessment Report, none of the recent permafrost pro-
jections, and none of the projections of the terrestrial carbon
cycle account for the PCF (Kicklighter et al., 1999; Cramer et
al., 2001; Lawrence and Slater, 2005; Friedlingstein et al., 2006;
Lemke et al., 2007; Zhang et al., 2008a,b; Qian et al., 2010).
An estimate based on observed carbon fluxes predicts a global
permafrost carbon flux of 0.8–1.1 Gt C yr−1 by 2100, but this
estimate is very uncertain because it is based on a single site
at Eight Mile Lake in Alaska (Schuur et al., 2009). A regional
model projection with permafrost carbon predicts a complete
thaw of permafrost in eastern Siberia by 2300, fuelled by the heat
of microbial decay (Khvorostyanov et al., 2008). However, this
regional projection did not include plant photosynthetic uptake,
and so could not assess the strength and timing of the PCF.

Here we make initial estimates of the strength and timing
of the PCF using model projections of permafrost degradation
and carbon flux. We quantify how much permafrost carbon will
thaw and when, identify permafrost regions most vulnerable to
thaw and quantify sources of uncertainty. Schuur et al. (2008)
identified four mechanisms that result in the release of per-
mafrost carbon to the atmosphere: active layer thickening, talik
formation, erosion and thermokarst development. We will ad-
dress the effects of active layer thickening and talik formation,
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but not river and coastal erosion and thermokarst development.
Our projections do not include methane production from wet-
lands. The model is run in an ‘off-line’ mode, where weather
data forces the land surface model, ignoring land–atmosphere
feedbacks. This off-line configuration does not account for am-
plified surface radiative forcing (the atmospheric portion of the
PCF), but does allows us to estimate the PCF strength in terms
of permafrost carbon flux to the atmosphere.

2. Methods

We used the Simple Biosphere/Carnegie-Ames-Stanford Ap-
proach (SiBCASA) model (Schaefer et al., 2008) to run projec-
tions of the terrestrial carbon cycle from 1973 to 2200 for con-
tinuous and discontinuous permafrost north of 45◦ latitude. We
spun SiBCASA up to steady-state initial conditions using input
weather from the European Center for Medium range Weather
Forecasting re-analysis (ERA40) from 1973 to 2001 (Uppala
et al., 2005). From 2002 to 2200, we randomly selected ERA40
years and applied three different warming rates (high, medium
and low) based on the A1B IPCC scenario (IPCC, 2007). We
added a new permafrost carbon pool in the soil column below
a threshold depth. When the active layer deepened below the
threshold depth, SiBCASA reset the threshold depth, thawed
the permafrost carbon and transferred it to the active soil carbon
pools. For each assumed warming rate, we ran two projections,
one with permafrost carbon and one without. The strength of the
PCF in terms of total permafrost carbon flux to the atmosphere
is the difference between these two simulations. We scaled the
permafrost carbon flux to estimate uncertainty associated with
assumed permafrost carbon content and subgrid permafrost ex-
tent. The ensemble mean of all projections represents our best
estimate of the PCF strength and the ensemble standard devia-
tion represents uncertainty.

2.1. SiBCASA description

SiBCASA combines the biophysical Simple Biosphere model,
version 3.0 (SiB3.0), with the carbon biogeochemistry from the
Carnegie-Ames-Stanford Approach (CASA) model (Schaefer
et al., 2008). SiBCASA has fully integrated water, energy and
carbon cycles and computes surface energy and carbon fluxes
at 10-min time steps. SiBCASA predicts the moisture content,
temperature and carbon content of the canopy, canopy air space
and soil (Sellers et al., 1996a; Vidale and Stockli, 2005). Fluxes
of latent and sensible heat include the effects of snow cover,
rainfall interception by the canopy, and aerodynamic turbulence
(Sellers et al., 1996a).

To calculate plant photosynthesis, SiBCASA uses a modified
Ball-Berry stomatal conductance model (Collatz et al., 1991;
Ball, 1998) coupled to a C3 enzyme kinetic model (Farquhar et
al., 1980) and a C4 photosynthesis model (Collatz et al., 1992).
Leaf photosynthesis is scaled to the canopy level using the ab-
sorbed fraction of Photosynthetically Active Radiation (fPAR)

derived from remotely sensed normalized difference vegetation
index (NDVI) fields (Sellers et al., 1994, 1996b). Our projec-
tions used an average seasonal cycle in fPAR derived from the
GIMMS NDVI data set (Tucker et al., 2005). SiBCASA uses
biome specific biophysical parameters based on the ISLSCP
biome classification map and soil textures of percent sand, silt
and clay interpolated from the International Global Biosphere
Program soil core database.

SiBCASA predicts soil organic matter, surface litter and live
biomass (leaves, roots and wood) in a system of 13 prognostic
carbon pools (Schaefer et al., 2008). SiBCASA biogeochem-
istry does not account for disturbances, such as fire, and does
not include a nitrogen cycle. Each time biomass moves from
one pool to another, some carbon is lost as respiration. SiB-
CASA separately calculates respiration losses due to microbial
decay (heterotrophic respiration) and plant growth (autotrophic
respiration). The decay of carbon in the soil varies with soil tem-
perature and moisture as a function of depth. The temperature
response accounts for rapidly declining microbial activity below
freezing (Schaefer et al., 2008).

SiBCASA uses a coupled soil temperature and hydrology
model with explicit treatment of frozen soil water originally
from the Community Climate System Model, Version 2.0 (Bo-
nan, 1996; Oleson et al., 2004). To improve simulated soil tem-
peratures, Schaefer et al. (2009) expanded the soil model to 25
layers, with geometrically increasing thickness, from 2 to 280
cm, to a total depth of 15 m. Schaefer et al. (2009) also added
the effects of soil organic matter on soil physical properties.

SiBCASA includes a prognostic snow model based on the
Community Land Model in the Community Climate System
Model, Version 3.0 (Dai et al., 2003; Oleson et al., 2004). The
snow model has a variable number of snow layers up to a maxi-
mum of five, depending on snowfall amount and history. Snow
density and depth, and thus thermal conductivity, varies with
time, accounting for the effects of thermal aging, weight com-
paction and melting. To improve simulated soil temperature at
high latitudes, particularly in permafrost, Schaefer et al. (2009)
added the effects of depth hoar and wind compaction on simu-
lated snow density and depth.

We added a permafrost carbon pool below a threshold soil
depth, Dmin, and above a maximum soil depth, Dmax of 3 m
(Fig. 2). Dmin represents the maximum thaw depth since the end
of the last ice age and we assume above Dmin, the permafrost has
thawed frequently enough over thousands of years such that old
organic matter has decayed away (Zech et al., 2008). Permafrost
can extend down hundreds of metres, but in most regions, the
bulk of permafrost carbon is located in the top 3 m of soil,
although some highly localized deposits of permafrost carbon
can extend well below 3 m depth (Tarnocai et al., 2009). We
focused on thawing of permafrost carbon in the top 3 m of soil
and assume a constant, spatially uniform Dmax of 3 m. Within
the permafrost carbon layer, we assume a uniform permafrost
carbon density of 21 kg C m−3, ∼2% carbon by mass (including
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Fig. 2. The SiBCASA permafrost carbon pool. Dmin represents the
maximum depth of thaw since the end of the last ice age and Dmax is
the maximum depth of the permafrost carbon pool. When the active
layer thickness (ALT) exceeds Dmin as temperature rises, SiBCASA
resets Dmin to ALT and transfers the thawed permafrost carbon to the
soil carbon pools.

ice content). This is well within the range of observed values:
less than observed carbon densities of 33 kg C m−3 in yedoma
soils in Siberia (Dutta et al., 2006; Khvorostyanov et al., 2008;
Zech et al., 2008), but higher than observed densities of 13 kg C
m−3 in Alaska (Ping et al., 2008).

Dmin in each grid cell is initially set to the maximum simulated
ALT plus 1% from 1973 to 2001. The 1% increase accounts for
our criteria on simulated ALT for steady-state initial conditions
(see ‘Simulation setup’). If the maximum ALT for a particu-
lar grid cell exceeds Dmax, we assume that pixel contains no
permafrost carbon. This occurred in regions of discontinuous
permafrost where SiBCASA was unable to simulate permafrost
(see ‘Results’). After 2001, when ALT exceeds Dmin as tem-
peratures increase, SiBCASA resets Dmin to ALT, calculates the
volume of thawed soil and transfers the thawed permafrost car-
bon to the active soil carbon pools. We divide the thawed carbon
between active carbon pools in the appropriate soil layer based
on observed fractions of labile material from permafrost sam-
ples in Siberia (Dutta et al., 2006). Once Dmin exceeds Dmax

(which stays constant at 3 m), no additional permafrost carbon
is thawed.

2.2. Simulation setup

As input weather, we use the ERA40 reanalysis from 1973 to
2001 (Uppala et al., 2005) and our domain is continuous and dis-
continuous permafrost regions north of 45◦N latitude (Brown et
al., 1998; Zhang et al., 1999). We exclude sporadic and isolated
permafrost regions and areas dominated by glaciers in Green-
land and many of the islands in northeast Canada. From 2002 to
2200 we randomly assign years of ERA40 weather from 1973 to

Table 1. Warming rates for the 21st century (◦C century−1) per
month from three models driven by IPCC scenario A1B (rates for the
22nd century appear in parentheses)

High warming Medium warming Low warming
CCSM3 HadCM3 MIROC3.2

Month (◦C century−1) (◦C century−1) (◦C century−1)

Jan 9.66 (1.11) 6.86 (0.53) 7.43 (−0.06)
Feb 9.21 (0.93) 6.39 (0.47) 5.10 (0.01)
Mar 7.14 (0.20) 6.01 (0.08) 4.42 (−0.04)
Apr 5.67 (0.63) 4.55 (0.34) 3.21 (0.04)
May 4.77 (0.37) 3.73 (0.13) 2.51 (−0.11)
Jun 5.23 (0.69) 4.18 (0.38) 2.95 (0.06)
Jul 4.86 (0.24) 4.82 (−0.07) 3.24 (−0.38)
Aug 5.62 (0.38) 5.47 (0.20) 3.57 (0.01)
Sep 5.63 (0.37) 4.59 (0.10) 3.91 (−0.17)
Oct 7.03 (0.48) 5.11 (0.32) 5.46 (0.15)
Nov 8.80 (0.67) 6.85 (0.69) 7.41 (0.71)
Dec 9.78 (0.50) 6.98 (0.01) 7.40 (−0.49)

2001. Randomly selecting years eliminates repeating patterns of
inter-annual variability in model output that would result from
repeating a multiyear block of ERA40 weather. The ERA40 data
set includes surface air temperature, water vapour mixing ratio,
precipitation, radiation, pressure and wind speed every 6 h. Ex-
cept for incident solar radiation, SiBCASA linearly interpolates
in time between ERA40 data points to the SiBCASA time step
of 10 min. We scale incident solar radiation by the cosine of the
solar zenith angle to conserve incoming energy and assure no
light falls on the canopy at night (Zhang et al., 1996).

After 2001 we superimpose linear change rates onto the input
weather from three models driven by the A1B IPCC scenario.
The IPCC developed 40 Greenhouse Gas Emissions scenarios
grouped in four distinct families, each representing a ‘storyline’
of possible future changes in population, economic develop-
ment and energy use (Nakicenovic et al., 2000). In the A1B
scenario, the atmospheric CO2 increases from current values to
700 ppm by 2100, then stays constant at 700 ppm after 2100.
We chose the A1B scenario because it represents a ‘middle of
the road’ scenario that has been used in other climate change
impact studies. We selected simulations from three models for
the A1B scenario: the Model for Interdisciplinary Research on
Climate (MIROC3.2), the Hadley Centre Climate Model Ver-
sion 3 (HadCM3) and the Community Climate System Model
Version 3 (CCSM3). We refer to these as high, medium and low
projected warming rates respectively, but these do not necessar-
ily represent high, medium and low warming rates for the entire
suite of climate models run using IPCC scenarios.

We superimposed spatially uniform, linear increases in air
temperature, precipitation and incident solar radiation onto the
ERA40 input weather based on the output from each model.
Table 1 shows temperature trends as absolute increases in mag-
nitude relative to the 1980–2001 average, which we added to
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Table 2. Ratios of precipitation rates in 2100 compared to 2001 from
three models driven by IPCC scenario A1B (ratios in 2200 compared to
2001 appear in parentheses)

High warming Medium warming Low warming
Month MIROC3.2 HadCM3 CCSM3

Jan 1.53 (1.53) 1.58 (2.05) 1.36 (1.38)
Feb 1.62 (1.62) 1.49 (1.80) 1.28 (1.32)
Mar 1.50 (1.50) 1.46 (1.46) 1.28 (1.29)
Apr 1.40 (1.40) 1.46 (1.46) 1.18 (1.19)
May 1.26 (1.26) 1.18 (1.40) 1.15 (1.19)
Jun 1.19 (1.19) 1.18 (1.18) 1.13 (1.19)
Jul 1.18 (1.18) 1.21 (1.29) 1.16 (1.16)
Aug 1.19 (1.19) 1.25 (1.25) 1.13 (1.16)
Sep 1.24 (1.24) 1.21 (1.21) 1.19 (1.17)
Oct 1.56 (1.56) 1.31 (1.31) 1.28 (1.29)
Nov 1.65 (1.65) 1.48 (1.70) 1.24 (1.35)
Dec 1.60 (1.60) 1.61 (1.89) 1.36 (1.34)

Table 3. Ratios of incident short-wave radiation in 2100 compared to
2001 per month from three models driven by IPCC scenario A1B
(ratios in 2200 compared to 2001 appear in parentheses)

High warming Medium warming Low warming
Month MIROC3.2 HadCM3 CCSM3

Jan 0.87 (0.87) 0.91 (0.90) 0.86 (0.86)
Feb 0.88 (0.88) 0.91 (0.91) 0.91 (0.91)
Mar 0.91 (0.91) 0.92 (0.92) 0.89 (0.89)
Apr 0.90 (0.90) 0.91 (0.91) 0.92 (0.92)
May 0.89 (0.89) 0.93 (0.93) 0.91 (0.91)
Jun 0.97 (0.97) 1.00 (1.00) 0.96 (0.96)
Jul 1.04 (1.04) 1.05 (1.05) 1.00 (1.00)
Aug 1.00 (1.00) 1.08 (1.08) 1.00 (1.00)
Sep 0.80 (0.80) 0.87 (0.87) 0.90 (0.90)
Oct 0.69 (0.67) 0.82 (0.79) 0.77 (0.77)
Nov 0.75 (0.75) 0.85 (0.85) 0.77 (0.77)
Dec 0.87 (0.87) 0.90 (0.90) 0.82 (0.82)

the ERA40 input temperatures. Values in parentheses show tem-
perature increases in the 22nd century relative to the 21st cen-
tury. Tables 2 and 3 show precipitation and short-wave radiation
trends as ratios relative to average values from 1980 to 2001.
The values in parentheses show the ratios in 2200 relative to the
1980–2001 average. We multiplied input ERA40 values by these
ratios to scale precipitation and incident short-wave radiation.

We use one set of linear increases from 2002 to 2100 and a
second set after 2100 because in the A1B scenario, the CO2 con-
centrations are held constant at 700 ppm after 2100. However,
air temperature and other variables will continue to change after
this date as the climate stabilizes to new CO2 levels. Simulations
from HadCM3 are available to 2100, so for the 22nd century, we
average the change rates from CCSM3 and MIROC3.2. In some

months for some models, trends in precipitation and solar radi-
ation after 2100 are not statistically significant at the 95% level.
In these cases, scaling factors were held constant after 2100. We
linearly interpolate the monthly change rates throughout the year
to prevent any sudden jumps in temperatures between months.
The scaling factors are piecewise continuous in time to preclude
any sudden jumps in input weather variables as the slopes of the
linear increases change in 2002 and 2100.

We scaled the input water vapour mixing ratio and atmo-
spheric downwelling long-wave radiation proportional to tem-
perature, assuming constant relative humidity and long-wave
emissivity. For water vapour, we first calculated relative hu-
midity using un-scaled temperature and water vapour mixing
ratio. After scaling temperature, we calculated the new satura-
tion vapour pressure and used the relative humidity to calculate
a scaled water vapour mixing ratio. For long-wave radiation, we
first calculated long-wave emissivity using un-scaled tempera-
ture and long-wave radiation in the Stefan–Boltzman equation.
We then calculated the scaled long-wave flux using this emissiv-
ity and the scaled temperature, again using the Stefan–Boltzman
equation.

We use a piecewise continuous function for atmospheric CO2

concentrations: a fit to observed atmospheric CO2 concentra-
tions before 2002, a linear increase to 700 ppm from 2002 to
2100, then a constant CO2 concentration of 700 ppm after 2100.
For the past changes in atmospheric CO2 concentration, we use
a curve fit to observed global CO2 concentrations from the ice
core from Taylor Dome (Indermuhle et al., 1999) and the Glob-
alview flask network (Masarie and Tans, 1995). To represent
CO2 concentrations from the A1B scenario, we linearly increase
the global atmospheric CO2 concentration to 700 ppm in 2100
then hold it constant at 700 ppm after 2100. To approximate
seasonal variation of atmospheric CO2 as a function of latitude,
we superimpose observed seasonal variation from the Barrow,
Mauna Loa, and South Pole flask sites onto the global average
CO2 concentrations. We linearly interpolate the seasonal cycle
as a function of latitude. The resulting CO2 concentrations match
the observed global values and values from individual flask sites
within 3–5 ppm.

We assume steady-state initial conditions in 1973 for soil
temperature, soil moisture and carbon pools. Assuming steady-
state is a useful way to initialize model prognostic variables in
regions where we lack large-scale observations, such as Arctic
permafrost. To achieve steady-state initial conditions, we ran
SiBCASA for 4000 years by repeating the 1973–2001 multiyear
block of ERA40 weather. At the start of spin-up (year zero),
we assumed soil temperatures equal to the annual average air
temperature with fully saturated soil moisture. Every 29 years
during the first three spinup simulations, we algebraically cal-
culated steady-state carbon pool sizes, which depend on soil
temperature and moisture (Schaefer et al., 2008). The carbon
pools, soil temperatures and soil moistures were allowed to vary
freely for the last 3900 years of spinup.
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Table 4. Rpc scaling factors for continuous permafrost (factors for discontinuous permafrost appear in parentheses)

Rpc scaling case Code Carbon density Permafrost extent Total

Low density − low permafrost LDLP 0.75 0.9 (0.5) 0.68 (0.38)
Low density − high permafrost LDHP 0.75 1.0 (0.9) 0.75 (0.68)
Med density − low permafrost MDLP 1.0 0.9 (0.5) 0.90 (0.50)
Med density − high permafrost MDHP 1.0 1.0 (0.9) 1.00 (0.90)
High density − low permafrost HDLP 1.25 0.9 (0.5) 1.13 (0.63)
High density − high permafrost HDHP 1.25 1.0 (0.9) 1.25 (1.13)

We define steady-state for soil moisture, soil temperature and
ALT as less than 1% variability between consecutive spinup sim-
ulations. This resulted in a repeating pattern of inter-annual vari-
ability between 1973 and 2001 within 1% in soil moisture, soil
temperature and ALT. For the carbon cycle, we define steady-
state as carbon pool values such that respiration balances photo-
synthetic uptake within 1% from 1973 to 2001. Net Ecosystem
Exchange (NEE) is respiration minus plant photosynthesis (a
positive NEE indicates a net flux of CO2 into the atmosphere).
Steady-state indicates an average NEE between 1973 and 2001
within 1% of zero. Starting with these steady-state initial condi-
tions, we then ran two projections from 1973 to 2200 for each
of the three assumed warming rates, one with permafrost carbon
and one without.

We calculate projected loss in permafrost area as the decrease
in area with permafrost at the end of the projection (2180–2200)
compared to the initial area with permafrost (1981–2001). We
define the projected increase in ALT as the average ALT between
2180 and 2200 minus the average ALT from 1981–2001. A pixel
contains permafrost if any soil layer is continuously at or below
0 ◦C for at least two consecutive years. The lower boundary of
the soil model is set at 15 m depth, so the reduction in permafrost
area means permafrost disappearance within the top 15 m of soil.

We calculate changes in the stock of frozen, permafrost carbon
relative to the initial, steady-state value of 313 Gt in 2001. The
permafrost carbon stock is the difference between Dmin and Dmax

times the assumed permafrost carbon density of 21 kg C m−3,
multiplied by grid cell area and summed globally. We simulate an
initial, steady-state amount of recent, ‘unfrozen’ carbon within
the active layer of 91 Gt, for a total of 414 Gt of carbon in the top
3 m of soil. Tarnocai et al. (2009) estimate a total carbon content
of 818 Gt in the top 3 m of soil for all permafrost regions. Our
domain only includes continuous and discontinuous permafrost
regions in the Northern Hemisphere, which Tarnocai et al. (2009)
estimates to contain ∼575 Gt of carbon (ignoring deposits below
3 m).

2.3. PCF strength and timing

We define PCF strength in terms of total heterotrophic respira-
tion flux of thawed permafrost carbon (Rpc). Rpc is the difference
in NEE between the simulations with and without permafrost

carbon. Rpc is the total emissions of old carbon from thawing
permafrost, excluding all fluxes of more recent carbon from the
active layer. Rpc is a surrogate for a more accurate estimate of
PCF strength in terms of the difference in surface radiative forc-
ing with and without the PCF, accounting for interactions with
other carbon and climate feedbacks. This, however, requires us-
ing a fully coupled land–ocean–atmosphere General Circulation
Model, which is beyond the scope of this project. Defining PCF
strength in terms of Rpc does allow direct comparison with other
global atmospheric carbon sources and sinks.

To estimate the start of the PCF, we define a starting point
as the year when the cumulative Rpc summed from the start
of the simulation permanently exceeds a threshold represent-
ing natural background variability in NEE. The starting point
indicates when the permafrost carbon has begun to thaw and de-
cay. The threshold is set at plus three standard deviations above
the 1973–2001 average in cumulative NEE. Using cumulative
Rpc and NEE removes high background noise due to normal
inter-annual variability, making the starting point much easier to
detect. Defining the threshold relative to 1973–2001 variability
in cumulative NEE ensures that the starting point occurs only
when Rpc exceeds natural background variability in net carbon
flux. If the cumulative Rpc subsequently falls below the thresh-
old, the PCF starting point is reset to a default value of 2200.

2.4. Uncertainty

Our estimates of PCF strength quantify uncertainty due to (1)
the assumed warming rate, (2) the assumed permafrost carbon
density and (3) the fraction of permafrost extent within a grid
cell. We use a simple Rpc scaling strategy to estimate the maxi-
mum envelope of uncertainty because running a large number of
simulations in a Monte Carlo framework to statistically assess
uncertainty is beyond the scope of this project. We estimate Rpc

for six ensemble members for each assumed warming rate, with
each member assuming a different permafrost carbon density
and subgrid permafrost extent, creating a total of 18 Rpc ensem-
ble members. The ensemble mean represents our best estimate
of the PCF strength, and the standard deviation of all ensemble
members represents our estimate of uncertainty.

We assume three values of permafrost carbon density repre-
senting typical values reported in the literature: 15.75, 21.0 and
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Fig. 3. A map of mean simulated active layer thickness (ALT) from
1973 to 2001 (cm). Black pixels are regions where SiBCASA did not
simulate permafrost.

26.26 kg m−3. This effectively assumes a 25% uncertainty in
the total simulated permafrost carbon pool, or 313 ± 78 Gt of
frozen carbon in the top 3 m of soil. In continuous permafrost
regions, permafrost covers 90–100% of the land area, while
in discontinuous permafrost regions, permafrost covers 50% to
90% the land area (Brown et al., 1998; Zhang et al., 1999). Max-
imum permafrost extent assumes 100% coverage in continuous
permafrost and 90% coverage in discontinuous permafrost. Min-
imum permafrost extent assumes 90% coverage in continuous
permafrost and 50% in discontinuous permafrost.

Table 4 shows the permafrost carbon density, subgrid per-
mafrost extent and total Rpc scaling factors for each warming
rate. To estimate, for example, Rpc for low carbon density and
low permafrost extent (LDLP) in continuous permafrost, we
multiply the un-scaled Rpc by 0.45. For high carbon density and
high permafrost extent (HDHP) we multiply Rpc by 1.5, etc. Scal-
ing factors for discontinuous permafrost appear in parentheses.
This simple scaling is possible because Rpc varies linearly with
the assumed permafrost carbon density (not shown). To convert
back to NEE we add these scaled Rpc estimates to the average
NEE from the simulations without permafrost carbon.

3. Results

3.1. Simulated permafrost

After spinup, SiBCASA simulated permafrost in 79% of contin-
uous and discontinuous permafrost regions (Fig. 3). The black
areas in Fig. 3 are regions where SiBCASA simulated no per-
mafrost after spinup. SiBCASA was able to simulate permafrost

in 91% of continuous permafrost, but only 41% of discontinuous
permafrost, which covers 26% of our domain along the southern
margins. SiBCASA cannot capture the small-scale processes
that drive subgrid heterogeneity in permafrost extent, so each
grid cell is binary: either all permafrost or no permafrost. SiB-
CASA often did not simulate permafrost in discontinuous per-
mafrost regions where permafrost covers only 50–90% of the
grid cell area. These regions formed talik at the start of spinup,
which eventually expanded to thaw the entire 15 m soil column
after 4000 years of spinup. We assumed permafrost carbon ex-
tended only down to 3 m depth, so regions where SiBCASA did
not simulate permafrost did not contribute to the PCF.

After spinup, simulated ALT were 80–90% of observed values
in the Siberian interior, but nearly double observed values along
the Arctic coastline (Fig. 3). We compared simulated ALT with
observed values from the Circumpolar Active Layer Monitoring
network (Brown et al., 2000) and the Russian Soil Temperature
network (Zhang et al., 2005). The ALT bias along the Arctic
coastline results from a positive bias in incident, down-welling
short-wave radiation in the ERA40. In the Siberian interior, trees
in SiBCASA absorbed the excess energy with minimal effect on
simulated ALT. On the treeless tundra along the Arctic coast-
line, however, the excess energy was absorbed by the ground,
resulting in simulated ALT greater than observed. However, the
simulated year-to-year variability and long-term trends matched
observed values.

3.2. Permafrost degradation

We project a 53–97 cm average increase in ALT and a 29–59%
decrease in permafrost extent by 2200. Figure 4 shows the pro-
jected increases in ALT by 2200 from the SiBCASA simulation
driven by HadCM3 (medium warming rate). The black regions
in Fig. 4 indicate where SiBCASA simulated no permafrost af-
ter spinup and the ALT is undefined. The red regions in Fig. 4
along the southern margin of the permafrost domain indicate the
loss of permafrost between 2002 and 2200. For the HadCM3
(medium warming) simulation, the average ALT increase in re-
gions that retain permafrost is 83 ± 24 cm with a 50% reduction
in permafrost area by 2200. The CCSM3 (low warming) simula-
tion shows smaller ALT increases of 53 ± 17 cm with a smaller,
29% decrease in permafrost area. The MIROC3.2 (high warm-
ing) simulation shows the largest ALT increases of 97 ± 22 cm
with a larger, 59% decrease in permafrost extent.

All pixels showed a similar progression of degradation with
talik thickness exceeding a critical threshold initiating rapid
thaw of the soil column. As air temperatures rose over time,
the ALT and permafrost temperatures increased. Eventually, the
permafrost temperatures just below the active layer would ap-
proach 0 ◦C and the bottom of the active layer would only par-
tially freeze each winter, forming a talik. Once the talik expanded
beyond a critical thickness, the soil column became thermody-
namically unstable and thawed rapidly, with simulated thaw rates
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Fig. 4. Simulated increases in active layer thickness (ALT) by 2200
(cm) for the medium warming simulation. Black regions have no
permafrost in 2001. Red regions show loss of permafrost by 2200.

often exceeding 100 cm decade−1. New talik formation stopped
after the warming stopped in 2100, but pixels with talik ex-
ceeding the critical thickness continued to rapidly thaw until the
loss of permafrost extent abruptly slowed in 2120. After 2120,
pixels containing thick talik formations continued to thaw, but
at greatly reduced rates indicating a slow decline in permafrost
extent well after our simulations stopped in 2200.

The loss of permafrost extent started at the southern margins
and progressed northward, contracting around permafrost re-
gions with the coldest temperatures. For all three warming rates,
permafrost disappeared first along the southern margins because
warmer temperatures make these regions more vulnerable to
degradation (Zhang et al., 2008a,b). First, talik appeared along
the southern margins of permafrost regions. Then, as the talik
expanded over time and the permafrost thawed, the southern
margin of permafrost regions moved northward. The southern
margin of the remaining permafrost contracted around those ar-
eas with the coldest temperatures. These areas thaw last because
they are the coldest regions in the Arctic and thus are most re-
sistant to thaw due to warming. Regions that are most resistant
to thaw are easily identified as having the smallest increases in
ALT in Fig. 4: North-Central Siberia and the islands of Northeast
Canada.

Our projections of permafrost degradation fall on the low
side, but well within the range of other published projections.
Table 5 shows the decrease in permafrost area and the increase
in ALT for this study compared to other published projections
of permafrost degradation. All these projections end in 2100 and
have different domains, so we calculated our estimated decrease
in permafrost area and increase in ALT by 2100 for domains that

correspond to each published projection (last three lines in Table
5). For some projections, we calculated the percent decreases in
permafrost area from tables or values of absolute decreases in
area. We listed the projections in order of increasing estimated
permafrost degradation. Two of the published projections show
less degradation than we predict, five projections show greater
degradation, and two overlap. Although the magnitude of area
decrease and ALT increase varies widely, all of these projections
show the same spatial pattern of permafrost degradation over
time: loss of permafrost starting from the southern margins and
progressing northward, with remnants in Northeast Canada and
Central Siberia.

The large spread in estimated permafrost degradation between
these projections may result from the assumed IPCC scenarios,
the strength of land atmosphere feedbacks and model structural
differences. Lawrence and Slater (2005), for example, show that
the lower warming rate in the B1, low emission scenario re-
sults in only a 60% reduction in permafrost extent, compared
to 90% for the A2, high emission scenario. The strength or in-
clusion of various land–atmosphere feedbacks and associated
surface warming varies from model to model, resulting in dif-
ferent estimates of permafrost degradation. Differences in model
internal structure, particularly in the snow model, will produce
different degradation rates. Thermal conductivity increases with
snow density, so simulated snow depth and density combined
determine the overall insulating effect of snow pack on the soil
thermal regime (Ling and Zhang, 2004; Zhang et al., 2005).
How models represent snow compaction processes will influ-
ence snow thermal conductivity and thus permafrost degrada-
tion. Quantifying how these and other factors might control
projected permafrost degradation requires a detailed model-to-
model comparison that is beyond the scope of this study.

3.3. PCF dynamics

Before exploring the global effects of the PCF, let us first exam-
ine a single point in detail to understand the basic dynamics of
permafrost carbon thaw and decay. Figure 5 shows the increase
over time of ALT, cumulative NEE, and cumulative permafrost
carbon flux, Rpc, at a continuous permafrost location in central
Siberia (63◦N, 130◦E). As seen in Fig. 5a, the ALT increases
after the warming starts in 2002. A talik forms in 2080 and ex-
pands at a rate of 100 and 200 cm decade−1 for the medium and
high warming rates, respectively. By 2200, the entire soil col-
umn thaws for the high warming rate. For the medium warming
rate, talik expansion abruptly slowed after 2120 with complete
thaw out to occur some time after 2200. For the low warming
rate, the ALT steadily increased until 2120 and then stabilized
with an ALT increase of ∼54 cm.

Permafrost carbon starts to thaw when ALT first exceeds Dmin

and stops thawing when either ALT stops increasing or ALT
exceeds Dmax. ALT is highly variable such that Dmin does not
increase smoothly and continuously, but in sudden jumps in
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Table 5. Decrease in permafrost area and increase in active layer depth (ALT) in 2100 for this study compared to other published projections of
permafrost degradation

Study Scenario (s) Domain Decrease in permafrost area (%) Increase in ALT (cm)

Marchenko et al. (2008) A1B Alaska 7.0a 162b

Zhang et al. (2008a) B2, A2 Canada 16–20a 30–70
Zhang et al. (2008b) B2, A2 Canada 21–24 30–80
Euskirchen et al. (2006) A1B No. Hem. 27a –
Saito et al. (2007) A1B Northern Hemisphere 40–57 50–300
Lawrence and Slater (2005) A2, B1 Northern Hemisphere 60–90 50–300
Eliseev et al. (2009) B1, A1B, A2 Northern Hemisphere 65–80a 100–200
Lawrence and Slater (2010) A1B Northern Hemisphere 73–88 –
Lawrence et al. (2008) A1B Northern Hemisphere 80–85 50–300
This Study A1B Alaska 22–61 69–105
This Study A1B Canada 22–36 55–90
This Study A1B Northern Hemisphere 20–39 56–92

aCalculated from numbers or tables in text.
bCalculated from estimated trends.

particularly warm years. Consequently, the permafrost carbon
is thawed and shifted to the active soil carbon pools in a series
of large clumps rather than a continuous trickle over time. For
all three warming rates, the permafrost carbon starts to thaw in
2026, when the ALT first exceeds Dmin to thaw ∼20 cm of per-
mafrost carbon. This carbon periodically freezes and thaws until
2060, where we see another large jump in ALT and Dmin. For
the medium and high warming rates, all the permafrost carbon is
thawed when the ALT exceeds Dmax in 2107 and 2086, respec-
tively. For the low warming rate, ALT never exceeds Dmax and
54% of the initial stock of frozen carbon is thawed by 2200 (49%
before 2100 and 5% after 2100). For all three warming rates, the
thawing of permafrost carbon starts in 2026 and effectively stops
by 2100.

Accounting for the thaw and decay of permafrost carbon
changes this site from a sink to a source relative to the at-
mosphere. The cumulative NEE in Fig. 5b start near zero for
all simulations, as expected assuming steady-state initial con-
ditions. A positive NEE indicates a net carbon flux into the
atmosphere. Fluctuations in cumulative NEE prior to 2002 vary
between −0.07 and 0.26 kg C m−2 with a PCF starting point
threshold of 0.27 kg C m−2, consistent in magnitude with ob-
served cumulative fluxes for a spruce forest in Manitoba (Dunn
et al., 2007). After 2001, the cumulative NEE turns negative,
indicating a build-up of terrestrial carbon driven by enhanced
photosynthetic uptake. Warmer temperatures simultaneously in-
crease soil respiration and photosynthetic uptake, but the effect
of photosynthetic uptake is stronger, resulting in a net carbon
sink. After 2026, the cumulative NEE with permafrost carbon
shift upward, indicating that the thawed permafrost carbon has
begun to decay. The starting point for this site is 2033 ± 2 years,
when Rpc from thawed permafrost carbon increases beyond nat-
ural background variability in NEE, resulting in a net carbon
source relative to the atmosphere.

The decay of thawed permafrost carbon is slow and continues
long after the thawing stops (Fig. 5c). Although ‘thawed’, the soil
is still cold and often refreezes each year, resulting in a relatively
slow decay of permafrost carbon. Nearly all the permafrost car-
bon thawed out before 2100, but 43% of cumulative Rpc occurred
after 2100. The permafrost carbon decays with a characteristic
e-folding time of ∼70 years such that the slope of the cumu-
lative Rpc curve slowly decreases over time. When additional
carbon is thawed, the slope of the cumulative Rpc curve abruptly
increases, producing a characteristic wave pattern. At this site,
Dmin increases and associated transfers from the permafrost car-
bon pool started in 2026 and occurred every 20–30 years, result-
ing in a weak wave pattern. The uncertainty in Rpc varies between
31% and 45%, mainly due to differences in when the permafrost
carbon thawed between the three warming rates. By 2200, the
Rpc curve flattens out and 90% of the thawed permafrost carbon
has decayed away and has been released into the atmosphere.

3.4. PCF strength

The pan-Arctic, cumulative NEE without the effects of per-
mafrost carbon indicate a continual build-up of carbon in the
terrestrial biosphere (lower three curves in Fig. 6). Without per-
mafrost carbon, we estimate a cumulative, pan-Arctic sink of
33–46 Gt C in 2100, which is comparable the ∼35 Gt estimated
by Qian et al. (2010) based on the ensemble mean of 10 models
in the Coupled Carbon Cycle Climate Model Intercomparison
Project. After 2100, the A1B IPCC scenario keeps CO2 concen-
trations constant at 700 ppm, resulting in much lower warming
rates as the climate stabilizes at the higher CO2 concentration.
However, the terrestrial build-up of carbon continues due to
wood growth. The longer growing seasons, warmer tempera-
tures and higher atmospheric CO2 promote wood growth in the
forested permafrost regions of southern Siberia and, to a lesser
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Fig. 5. Typical carbon fluxes for a point in
central Siberia (63◦N, 130◦E) showing (a)
changes in active layer thickness (ALT) for
low, medium and high warming rates; (b)
cumulative Net Ecosystem Exchange (NEE)
for low, medium and high warming rates
without permafrost carbon and the ensemble
mean with permafrost carbon and (c)
ensemble mean cumulative permafrost
carbon flux (Rpc). A positive NEE indicates a
net release of carbon into the atmosphere.
The arrow in (b) indicates the starting point
of 2033 ± 2 years.

extent, the boreal permafrost regions of North America. The
sink persists because the soil and litter pools, and associated het-
erotrophic respiration, cannot reach steady-state until the wood
pool reaches equilibrium (Schaefer et al., 2008). After 2120,
the cumulative NEE without permafrost carbon curves have be-
gun to flatten, indicating SiBCASA is approaching steady-state.
However, with wood turnover times of 30–50 years, SiBCASA
would not reach steady-state NEE until ∼2400.

Accounting for the PCF changes the permafrost regions from
a net carbon sink to a net source relative to the atmosphere.
The upper line in Fig. 6 shows the NEE that would result when
including the ensemble mean of Rpc, with the grey-shaded re-

gion indicating uncertainty. The cumulative NEE curve with
permafrost carbon is smoother and more gradual than the single
point curve shown in Fig. 5b because it represents the average of
many grid cells with varying degrees of degradation. The starting
point when the pan-Arctic Rpc exceeds background variability
in NEE is 2023 ± 4 years, as indicated by the arrow in Fig. 6.
The relative uncertainty in Rpc is ∼35%, but even with this large
uncertainty, the cumulative NEE is well above zero, indicating
a net source of carbon relative to the atmosphere.

The largest source of uncertainty in PCF strength, in terms
of cumulative Rpc, is the assumed warming rate and, to a lesser
extent, the assumed permafrost carbon density. Fig. 7 shows

Tellus 63B (2011), 2



AMOUNT AND TIMING OF PERMAFROST CARBON RELEASE 175

the cumulative, pan-Arctic Rpc for all 18 ensemble members,
grouped by low, medium, and high warming rates for clarity.
The low warming rate produces the least amount of thaw, the
lowest Rpc, and the weakest PCF. Conversely, the high warming
rate produces the greatest amount of thaw, the highest Rpc, and
the strongest PCF. Overlap or similarity in Rpc between ensemble
members indicates equifinality between assumed warming rate,
permafrost carbon density, and permafrost extent. Equifinality
means that multiple combinations of values for two or more
parameters can produce the same model output. Low warming
rates with high permafrost carbon density can produce the same

Fig. 6. Pan-Arctic total cumulative Net Ecosystem Exchange (NEE)
for low, medium and high warming rates without permafrost carbon
and the ensemble mean cumulative NEE with permafrost carbon flux.
The grey bar represents uncertainty and the arrow marks the pan-Arctic
starting point of 2023 ± 4.

Rpc as high warming rates with low permafrost carbon density.
The spread between ensemble members, and thus overall Rpc

uncertainty, is dominated by uncertainty in the warming rate
and the assumed permafrost carbon density.

Our best estimate of PCF strength indicates a cumulative
flux of 190 ± 64 Gt of permafrost carbon to the atmosphere
by 2200 (Fig. 7d). This corresponds to an overall release into
the atmosphere of 61 ± 20% of our initial 313 Gt of frozen
carbon. Like the single point example above, 80–90% of the
thawing of permafrost carbon occurs before 2100, but 46% of
the thawed carbon is released into the atmosphere after warming
stops in 2100. The ‘thawed’ permafrost carbon sits at the bottom
of a cold active layer or in cold soil that often refreezes each
winter, resulting in slow microbial decay. We find characteristic
e-folding times for microbial decay of ∼70 years, indicating that
the release of permafrost carbon to the atmosphere continues for
some time after atmospheric warming stops. Even with this slow
rate of microbial decay, our results indicate that more than 90%
of the thawed permafrost carbon is released into the atmosphere
by 2200. This suggests that future climate scenarios and model
runs need to extend beyond 2100 to assess the impact of changing
climate on the carbon cycle.

We almost certainly underestimate total Rpc because our sim-
ulations exclude permafrost regions along the southern margins
where SiBCASA did not simulate permafrost. SiBCASA did
not simulate permafrost in 59% of discontinuous permafrost
representing 14% of the entire domain, so these regions do
not contribute to Rpc. However, in discontinuous regions where

Fig. 7. Ensemble members of cumulative permafrost carbon flux (Rpc) for continuous and discontinuous permafrost for (a) low warming rate, (b)
medium warming rate, (c) high warming rate and (d) ensemble mean ± 1 SD. Line labels correspond to the ensemble member codes in Table 4.
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Fig. 8. Map of permafrost carbon feedback
(PCF) starting points based on the
permafrost carbon flux (Rpc) ensemble mean.
Black regions have no permafrost in 2001
with zero Rpc and undefined starting points.

SiBCASA did simulate permafrost, 92–99% of the frozen car-
bon thawed out and nearly all of it before 2060. Discontinuous
permafrost regions where SiBCASA did not simulate permafrost
are equally or perhaps more vulnerable to thaw, indicating our
estimated Rpc is biased low.

3.5. PCF timing

Fig. 8 shows a map of starting points indicating the year when
ALT increases beyond natural background variability to thaw
sufficient permafrost carbon such that Rpc increases beyond nat-
ural background noise in NEE. Black regions indicate where
SiBCASA did not simulate permafrost, Rpc is zero, and the start-
ing point undefined. The scattered red pixels along the southern
margins indicate locations with very little initial permafrost car-
bon (initial Dmin very close to Dmax) such that cumulative Rpc is
smaller than NEE variability and a starting point does not occur.

Spatial variability in starting points is driven by the projected
ALT increase relative to the background variability in ALT. Gen-
erally speaking, the greater the increase in ALT, the earlier the
starting point. Where increases in ALT are fairly small (such as
North-Central Siberia and Northeast Canada) inter-annual vari-
ability in ALT modulates the starting point. Some regions along
the Arctic coastline have relatively small inter-annual variability
in ALT, so a smaller amount of warming can increase the ALT
beyond background variability, resulting in early starting points.

Our results indicate a pan-Arctic PCF starting point some time
in the mid-2020s. Ignoring points with undefined starting points,

the earliest starting point is 2002 and the latest is 2061. This
means that permafrost carbon will begin to thaw everywhere
by 2061. The average starting point is 2024 and a standard
deviation of ±27 years. The pan-Arctic fluxes in Fig. 6 indicate
a pan-Arctic starting of 2023 ± 4 years based on the total Rpc

from all continuous and discontinuous regions.
Some regional starting points are biased early, indicating the

global starting point may be biased early as well. Several regions
reach starting points before 2010, but there is no observational
evidence indicating that these regions have, in fact, released per-
mafrost carbon into the atmosphere. The most obvious example
is the region west of Hudson Bay in Canada, which reached a
starting point of 2002 for all three warming rates. This region ap-
pears as a bright purple spot with starting points before 2005 in
Fig. 8. This indicates that in some regions, such as west of Hud-
son Bay, we may have underestimated Dmin and overestimated
cumulative Rpc in the early part of the 21st century, resulting in
an early bias for the pan-Arctic starting point.

Regions along the southern margins where the starting point
occurs before 2020 are candidate regions where we might first
measure and detect Rpc, and thus monitor the start of the PCF.
Early detection of Rpc is unlikely in regions where the starting
point occurs after 2020, such as Northeast Canada and North-
Central Siberia. Regions where SiBCASA did not simulate per-
mafrost are also vulnerable to thaw and are likely areas where
we could detect Rpc. Knowledge of which regions might thaw
first can help guide an overall strategy to measure Rpc and thus
monitor the PCF.
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4. Discussion

4.1. Comparison to other sources and sinks

A cumulative Rpc of 190 ± 64 Gt C by 2200 is equivalent to an in-
crease in atmospheric CO2 concentration of 87 ± 29 ppm, which
is consistent with increases after glacial terminations assessed
from the Vostok ice core (Petit et al., 1999). To convert per-
mafrost carbon flux to equivalent changes in atmospheric CO2

concentration, we assumed 0.4608 ppm Gt−1 of carbon, ignoring
other climate–carbon cycle feedbacks. The Vostok record shows
increases of ∼80 ppm associated with 8–10 ◦C increases in
global temperature after glacial terminations. In our simulation,
the annual average air temperature increased by 1.1–1.7 ◦C be-
fore reaching the starting point of 2024, consistent in magnitude
with the observed 1.0–1.5 ◦C temperature increases before atmo-
spheric CO2 concentrations begin to rise (Petit et al., 1999). Our
simulations show much of the permafrost carbon flux occurs af-
ter the warming stops, creating a lag of about 100 years between
the start of warming and the expected rise in atmospheric CO2.
The Vostok record also shows that increases in atmospheric CO2

concentration lag behind increases in temperature by 600 ± 400
years (Fischer et al., 1999). Much of the increase in atmospheric
CO2 after glacial termination is attributed to ocean fluxes. How-
ever, we speculate that the lag behind temperature and some of
the observed CO2 increases may result from the thaw of per-
mafrost carbon.

The PCF is strong compared to projections of the total ter-
restrial land sink. The cumulative projected global land carbon
sink is ∼160 Gt C by 2100, driven by enhanced photosynthetic
uptake in the tropics due to increased atmospheric CO2 concen-
trations (Friedlingstein et al., 2006). We estimate a cumulative
Rpc of 104 ± 37 Gt C in 2100, which is equivalent to 65 ± 23%
of the projected global land carbon sink. What will happen after
2100 is uncertain because the projected global land carbon sink
is not stable: if CO2 concentrations were to level off or respi-
ration in the tropics were to increase due to warmer soils, the
global land carbon sink would weaken and eventually disappear.

Accounting for the PCF will require larger reductions in fossil
fuel emissions to reach a target atmospheric CO2 concentration
and associated global climate. Like the burning of fossil fuels, the
PCF injects old carbon buried on geologic time scales back into
the atmosphere. Also like fossil fuels, the PCF is irreversible:
once the permafrost carbon thaws and decays, no process on
human time scales can put the carbon back into the permafrost.
If any international strategy to reduce fossil fuel emissions does
not account for the PCF, we will overshoot our desired atmo-
spheric CO2 concentration and end up with a warmer climate
than intended. In the A1B scenario used in our simulations, the
target CO2 concentration is 700 ppm, placing the upper limit on
total future carbon emissions at 1345 Gt (assuming ocean and
terrestrial sinks persisting at 50% of emissions). This includes
both fossil fuels and permafrost carbon, so with 190 ± 64 Gt of

carbon from thawing permafrost, the limit on fossil fuel emis-
sions is actually 14 ± 5% lower or 1157 ± 57 Gt C.

4.2. Other sources of uncertainty

Like many other models, SiBCASA has difficulty representing
subgrid scale processes, introducing additional uncertainty in
our estimates. SiBCASA cannot capture thermokarst develop-
ment, river and coastal erosion, thaw lake hydrology and other
subgrid scale processes that influence the rate of permafrost
degradation (Walter et al., 2006; Schuur et al., 2008). Our es-
timate of PCF strength did not include the 21% of our domain
where SiBCASA cannot capture subgrid heterogeneity in per-
mafrost extent, primarily in discontinuous permafrost regions.
Such discontinuous permafrost regions are vulnerable to thaw,
implying greater permafrost carbon flux and a stronger PCF
than we estimate. Only high-resolution simulations will solve
this problem, but the lack weather driver data sets and greatly
increased computational demands make such simulations almost
impractical for 200-year projections.

We did not include permafrost carbon deposits below 3 m,
indicating our estimates of Rpc may be biased low. Frozen carbon
is found below 3 m in the Yedoma deposits of Siberia and deltaic
deposits of the major Arctic rivers. Including deposits below 3
m would increase Rpc in regions where permafrost completely
thaws out. Observations of the location, depth and carbon content
of permafrost carbon deposits below 3 m are extremely scarce.
Nevertheless, Tarnocai et al. (2009) estimate these deep deposits
contain 648 Gt of carbon, indicating the bias in our estimated
Rpc could be quite large.

Accounting for various feedbacks with other components of
the climate system could either strengthen or weaken the PCF.
The release of nutrients from the decay of permafrost carbon
would increase net uptake in the nitrogen-limited Arctic ecosys-
tems, partially off-setting Rpc and delaying the PCF starting
point. The transport of thawed organic matter in rivers to the
ocean for ultimate re-burial in sediments would weaken the PCF.
Our off-line simulations do not account for amplified surface
warming due to the PCF itself, which would promote further
permafrost thaw and strengthen the PCF.

Other sources of uncertainty include the IPCC scenario, model
structure and methane emissions. Different IPCC scenarios pro-
duce different warming rates and associated permafrost degrada-
tion, resulting in greater uncertainty in estimated Rpc. Processes
that SiBCASA does not model introduce uncertainty in our re-
sults. For example, SiBCASA only approximates the processes
that bury and release permafrost carbon on geologic time scales:
cryoturbation, soil deposition, etc. SiBCASA does not include
a wetland model and cannot evaluate how peatlands, changing
lake hydrology and methane emissions will influence the PCF.
Uncertainty in how SiBCASA represents physical processes,
particularly snow processes, introduces uncertainty in our PCF
projections.
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5. Conclusions

Accounting for the PCF will require larger reductions in fossil
fuel emissions to reach a desired atmospheric CO2 concentration
and associated climate. The PCF is strong enough to warrant in-
clusion in all projections of future climate. Our best estimate of
PCF strength is 190 ± 64 Gt C of permafrost carbon released
into the atmosphere by 2200. This estimate is probably low be-
cause it does not account for amplified surface warming due
to the PCF itself and excludes some regions where SiBCASA
was unable to simulate permafrost. About 61 ± 20% of the ini-
tial 313 Gt of frozen carbon in our simulations was released
into the atmosphere with a potential to increase atmospheric
CO2 concentrations by 87 ± 29 ppm. We estimate a pan-Arctic
PCF starting point in the mid-2020s when Rpc exceeds back-
ground variability in NEE, indicating some regions may already
be releasing permafrost carbon to the atmosphere. The assumed
warming rates and permafrost carbon density dominate our un-
certainty estimate of ±64 Gt C in PCF strength (±35%). Even
with this broad range of uncertainty, our modelling experiments
highlight several important features of the PCF.

First, the strength of the PCF depends on the amount of pro-
jected permafrost degradation. The loss of permafrost will start
at the southern margins of the permafrost domain and advance
north, contracting around regions with the coldest temperatures:
Northeast Canada and North-Central Siberia. A larger loss of
permafrost extent means that a larger fraction of the initial
permafrost carbon stock is thawed, resulting in proportionally
higher Rpc in 2200. For 100% loss of permafrost extent or com-
plete thaw-out of all permafrost, the entire initial stock of per-
mafrost carbon would thaw, placing a theoretical upper limit on
Rpc of ∼300 Gt in 2200. By 2200, we project a 29–59% de-
crease in area containing permafrost, well within the range of
previously published estimates. Other models that predict sim-
ilar permafrost degradation will also predict a similar strength
PCF.

Secondly, once initiated, the PCF is irreversible and strong
compared to other global sources and sinks of atmospheric CO2,
even with large uncertainties. The PCF is strong enough to cancel
enhanced uptake, changing the Arctic from a sink to a source
of atmospheric CO2. Our estimates of cumulative permafrost
carbon flux to the atmosphere are equivalent to 42–88% of the
estimated cumulative global land sink. Even with a broad range
of uncertainty, the permafrost carbon flux to the atmosphere is
large compared to projected fossil fuel emissions.

Finally, the release of permafrost carbon will continue for
many years even if atmospheric warming stops. Permafrost has
huge thermal inertia, resulting in a lag between when warming
starts and thaw begins. The start of permafrost thaw typically
occurred 25 or more years after warming started and 20% of
the total thawing occurred after warming stopped in 2100. The
models driven by the A1B scenario, none of which included the
PCF, all stabilize at a new, warmer climate after 2100 when CO2

concentrations level out at 700 ppm. However, our simulations
indicate that the global carbon cycle will not stabilize until at
least 2200. Nearly all thawing of permafrost carbon occurred
before 2100, but 46% of permafrost carbon flux occurred after
2100. Once thawed, the permafrost carbon can take 70 years
or more to decay due to cold soil temperatures and periodic
refreezing. This slow response means that once the PCF starts,
it will continue for a long time.
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